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발표자 노트
프레젠테이션 노트
Good morning, my name is Dongwhee kim from Sungkyunkwan University.
I am honored to present here and to be selected as a Best Student Paper Finalist.
While there is no Artifact Evaluation Badge, I will provide experimental code at the end of the presentation that is not included in the paper.
I am exploring the nexus of reliability, performance, energy and cost in datacenters, driving forward the conversation on sustainable high-performance computing.
Today, I’m going to talk about “Unity ECC: Unified Memory Protection Against Bit and Chip Errors”.
Unity ECC is an efficient error correction scheme for Lage-scale systems.
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Executive Summary

Contributions

Maintaining the same level of reliability

Key idea
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발표자 노트
프레젠테이션 노트
In our cutting-edge approach, we've managed to improve multi-core performance by 8.2% while concurrently reducing DRAM energy consumption and chip size by 8.0% and 6.9%, respectively.
Critically, we've achieved these contributions without compromising on reliability, ensuring consistent operation.
The cornerstone of our methodology is the Unity ECC, an innovative error-correction code capable of correcting both single-chip and double-bit errors, thus maintaining system integrity under reduced energy and area requirements.
This breakthrough underscores our commitment to advancing the efficiency of high-performance computing.
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발표자 노트
프레젠테이션 노트
The first section is Background of Error-Correction Code, AKA “ECC”.
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Error Correction Codes (ECC)

ECC can detect and correct errors

4

1 1 0 1 1 0 0
1 0 1 1 0 1 0
0 1 1 1 0 0 1

H-matrix CodewordT

4b 3b 3b

Syndrome
(101)Syndrome Error

(001) (0000001)
(010) (0000010)
(100) (0000100)
(101) (0100000)
(110) (1000000)
(011) (0010000)
(111) (0001000)

Codeword
(Error Corrected)

4b 3b

Data

4b

Error

발표자 노트
프레젠테이션 노트
ECC is a scheme for detecting and correcting errors in data.
In encoding step, it adds additional redundancy to data and generates codeword.
In decoding step, take this H-matrix for instance.
It’s a seven-four Hamming code.
When an error occurs, it is identified as a unique syndrome, here indicated by '101'.
This syndrome tells us the location of the error, allowing ECC to correct it, ensuring we retrieve the original, uncorrupted data.
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Single Error Correction-Double Error Detection

SEC-DED can correct single bit and detect double bit errors
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발표자 노트
프레젠테이션 노트
The SEC-DED, or Single Error Correction-Double Error Detection, is an elegant solution implemented in DRAM modules to safeguard data integrity.
This system is simple and embodied by the memor controller.
As shown here with DDR4 DIMM, it adds redundancy chips to utilize SEC-DED code.
Despite its simplicity, the reliability of SEC-DED is less than more complex systems like Chipkill.
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Chipkill

To correct more severe chip errors
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발표자 노트
프레젠테이션 노트
Chipkill is an advanced error correction scheme designed to correct more severe chip errors in DRAM.
While DRAM is prone to random bit errors, Chipkill enhances reliability by correcting errors that can affect an entire chip.
The central component of this system is the Chipkill Memory Controller, which ensures continuous data integrity even in the face of chip failures.
This scheme is critical for systems like datacenter and server requiring high reliability.
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DDR5 Configuration

On-Die ECC (OD-ECC)
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발표자 노트
프레젠테이션 노트
Introducing On-Die ECC, or OD-ECC, a significant advancement in DDR5 DRAM Modules designed to ensure data integrity.
OD-ECC is integrated within each chip with extra cells to correct random bit errors as they occur.
With OD-ECC and ECC in memory controller together, DDR5 modules offer robust protection against data corruption.
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DDR5 Configuration

Sub-channel
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발표자 노트
프레젠테이션 노트
The DDR5 DRAM Module introduces a revolutionary sub-channel design, optimizing memory alignment with the CPU's 64B cache granularity.
Each sub-channel is 40-pins wide, resulting in increased efficiency and data throughput.
The module features an 80-pin channel width overall, which is effectively divided into two sub-channels.
This architecture allows for maximizing bandwidth.
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발표자 노트
프레젠테이션 노트
The second section is ‘Motivation’.
Cost of ECCs and a shortened code.
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Cost of Two-level Protection

High redundancy ratio (32.8%)

- RL-ECC (Rank-Level ECC): SEC-DED, Chipkill ...

OD-ECC Overheads
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발표자 노트
프레젠테이션 노트
Turning our attention to the intricacies of ECC implementation, we observe a high redundancy ratio of 32.8%.
It's a multiplication of On-Die ECC at 6.25%, and Rank-Level ECC accounting for 25%.
However, we must acknowledge the trade-offs of On-Die ECC, which manifest as overheads in system performance, DRAM energy consumption, and chip area.
These are the costs we incur to ensure reliability in our DRAM modules.
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Shortened Code

RL-ECC utilizes shortened code
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발표자 노트
프레젠테이션 노트
Diving deeper into Rank-Level ECC, it's key to note that it employs a shortened code strategy.
It is based on the Reed-Solomon code, a symbol-based code, and each symbol consists of 8 bits.
Originally, the unshortened code comprises 257 symbols, equating to 2,056 bits.
In the shortened version, we work with only 10 symbols, which significantly reduces the bit count to 80.
The H-matrix, initially with 257 columns, is condensed to 10 columns in the shortened code, pairing data with redundancy and filling the rest with zeros.
This is an elegant solution to maintain data integrity with minimized overhead.
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Unused Syndromes

Syndrome spaces of DDR5 RL-ECC
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발표자 노트
프레젠테이션 노트
Let's look at the syndrome spaces for DDR5 Rank-Level ECC.
We observe that a significant majority, 96.11%, of syndromes are reserved exclusively for error detection.
However, there's a potential we've identified: the unused syndromes can be strategically utilized for OD-ECC to correct random bit errors.
This means we're not just detecting errors with conventional RL-ECC targeting chip errors, but also leveraging the detection only spaces, for on-die ECC.
It can enhance our error correction capabilities without needing additional redundancy.
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발표자 노트
프레젠테이션 노트
The third section is Unity ECC, the main idea.
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Overview

Unity ECC is a single-level RL-ECC (also Chipkill)

Unity ECC can correct single chip errors and double bit errors

We propose flexible code construction algorithm
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Key idea: Eliminate OD-ECC by 
remapping unused syndromes in RL-ECC

발표자 노트
프레젠테이션 노트
Diving deeper into Unity ECC, we're looking at a streamlined, single-level rank-level ECC, and also Chipkill.
This robust ECC is designed to tackle single chip errors and even double bit failures effectively.
We've leveraged a Single Symbol Correction-Double Error Correction, or SSC-DEC, approach.
Moreover, we have developed a flexible code construction algorithm.
Key idea is ‘Eliminate OD-ECC by remapping unused syndromes in RL-ECC’.




Ⅲ.

/ 40

Code Property

H-matrix properties
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발표자 노트
프레젠테이션 노트
Let's examine the key properties of our H-matrix for error correction.
First, all columns in the matrix are non-zero, ensuring that every bit contributes to error detection.
Second, for double error correction, DEC, we ensure that the XOR of any two columns yields a unique non-zero result, preventing ambiguity in identifying errors.
Third, similarly, for single symbol correction, SSC, the XOR of all symbol-aligned columns also gives unique non-zero values.
And lastly fourth, combining these, we have SSC-DEC, where all the unique sums from both double and single error correction.
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Code Construction

Based on Reed-Solomon (RS) code
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발표자 노트
프레젠테이션 노트
The top part of the figure shows the structure of the unshortened RS code H-matrix with 257 columns.
To construct the (10, 8) Unity ECC, the H-matrix is shortened to just 10 symbols, and out of the possible 257 columns, only 10 are selected to construct the Unity ECC H-matrix.
This selection process must ensure that the final H-matrix meets certain properties required for effective error correction.
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Decoding Method

Parallel decoder
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발표자 노트
프레젠테이션 노트
Let’s shift our focus to the decode method with our parallel decoder.
This sophisticated setup consists of two main correctors: the SSE Corrector for Single Symbol Errors, and the DE Corrector for Double Errors, equipped with a DE Syndrome Table for precise error identification.
The result is a reliable 64-bit data output, with a separate bit indicating the decode result, ensuring data is accurately interpreted and errors are effectively corrected.
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발표자 노트
프레젠테이션 노트
The next section is evaluation, which shows the contributions.
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Four Evaluation Metrices

Performance

DRAM energy

Reliability

Hardware overheads
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발표자 노트
프레젠테이션 노트
In our evaluation section, we focus on four key metrics: Performance, DRAM energy consumption, Reliability, and Hardware overheads.
Firstly, we'll discuss Performance, evaluating how our Unity ECC accelerates operations.
Next, we examine the DRAM energy aspect to showcase the energy efficiency of our system, crucial for sustainable and cost-effective operation.
Then we turn to Reliability where we'll show how our Unity ECC maintains the same level of reliability.
Finally, we consider the Hardware overheads, presenting the synthesis results from Synopsys Design Compiler for a UMC 28nm process, to demonstrate the practicality and scalability of our design.
Each of these metrics is essential for a holistic understanding of the Unity ECC's impact in real-world applications.
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Environmental Setup

DRAM timing parameters
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Parameter Baseline
(OD-ECC + RL-ECC)

Unity ECC
(RL-ECC)

Read latency (nCK) 40 (16.67ns) 36 (15ns)
tRCD (ns) 16.25
tRP (ns) 16.25

IDD4W (mA) 345 240

DRAM key timing parameters

발표자 노트
프레젠테이션 노트
Let's dive into the DRAM timing parameters to understand the environmental setup for our Unity ECC system.
Our Unity ECC has eliminated OD-ECC, resulting in lower DRAM timing parameters, which is pivotal for faster memory access.
The baseline, which includes OD-ECC plus RL-ECC (Chipkill), is now outperformed by Unity ECC's implementation of RL-ECC alone.
The comparison table highlights this improvement with key parameters such as Read latency, Row Precharge Time (tRP).
Additionally, the operating current, IDD4W, has decreased from 345 milliamps to 240 milliamps, indicating a more energy-efficient operation.
These enhancements contribute to a more efficient DRAM environment, which will be further explored in our subsequent findings.
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Environmental Setup

Simulation configuration
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발표자 노트
프레젠테이션 노트
Let's move on to the setup for our simulation environment.
We've utilized two key tools for our simulation: Ramulator, a highly configurable DRAM simulator, and DRAMPower, which estimates energy consumption and timing behavior.
Our tests were run on both single-core and four-core configurations to ensure a comprehensive analysis across different processing scenarios.
The DRAM is a state-of-the-art DDR5-4800B module, featuring a 16 Gigabit capacity, x4, and a structure of 32 banks, offering high density and speed.
For our benchmarking, we've used the industry-standard SPEC CPU2006 suite, which provides a variety of intensive tests to evaluate the performance of our Unity ECC in realistic, compute-demanding tasks.
This configuration represents the current edge of computing and gives us valuable insights into the performance of Unity ECC in practical applications.
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Performance Results

Single-core performance improvement
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발표자 노트
프레젠테이션 노트
Turning our attention to the performance results.
In single-core systems, we achieved a maximum performance improvement of 17.2%.
And we see a 7.27% improvement for memory-intensive applications.
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Performance Results

Multi-core performance improvement
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발표자 노트
프레젠테이션 노트
As we shift our focus to multi-core performance metrics, we have achieved a maximum performance improvement of 8.2% and an overall geometric mean improvement of 5.7%.
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DRAM Energy Results

Single-core DRAM energy reduction
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발표자 노트
프레젠테이션 노트
We show the efficiency gains in DRAM energy consumption when employing Unity ECC.
We see a notable maximum energy reduction of 12.53% and an 8.00% reduction for memory-intensive workloads when averaged (geomean). 




Ⅳ.

/ 40

Reliability Results

Methodology
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 DBE: Double-Bit Error
 SCE: Single-Chip Error

발표자 노트
프레젠테이션 노트
We illustrate the methodology of the DDR5 DIMM’s reliability testing.
Bit errors and chip errors are randomly injected.
And the worst of two memory blocks is used to determine final output, ensuring rigorous testing.
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Reliability Results

Bit errors

- Unity ECC even surpasses Baseline when BER > 10−3
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발표자 노트
프레젠테이션 노트
This graph compares the reliability of different error correction schemes in terms of system failure probability against raw Bit-Error Ratio (BER), bit errors.
Lower system failure probabilities indicate better reliability.
Unity ECC offers a significant reliability improvement over OD-ECC and Chipkill, and even surpasses baseline especially at higher BERs.
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Reliability Results

Bit-error scenarios

- Higher correction-probability of multi-bit errors
- Higher Correctable Error (CE) is better
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Error
Scenario OD-ECC Chipkill Baseline Unity ECC

SBE (%) 100
DBE (%) 0.14 100 100 100
DBE +

DBE (%) 0.01 12.30 8.89 98.68

 SBE: Single-Bit Error
 DBE: Double-Bit Error

A comparison of reliability against bit–error scenarios (CE cases) 

발표자 노트
프레젠테이션 노트
The table compares the reliability of different ECCs against various bit-error scenarios.
SBE (Single-Bit Error) indicates single-bit errors in a single chip and DBE (Double-Bit Error) indicates double-bit errors in a single chip.
Higher Correctable Error indicates a better reliability.
Unity ECC is the robust against bit errors.
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Reliability Results

Bit-error scenarios

- Higher detection-probability of multi-bit errors
- Lower Silent Data Corruption (SDC) is better

28

Error
Scenario OD-ECC Chipkill Baseline Unity ECC

DBE (%) 99.86 0 0 0
DBE +

DBE (%) 99.99 1.03 1.75 0.09

 SBE: Single-Bit Error
 DBE: Double-Bit Error

A comparison of reliability against bit–error scenarios (SDC cases) 

발표자 노트
프레젠테이션 노트
This table presents the SDC ratio of different ECCs.
Lower SDC indicates a better reliability.
Unity ECC is robust against bit errors with a high error detection capability.
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Reliability Results

Chip errors

- Unity ECC can correct all 1 chip errors
- Unity ECC can detect most 2 chip errors (99.9999996%)
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Error
Scenario OD-ECC Chipkill Baseline Unity ECC

SCE (%) 0 100 100 100
SCE + 

SCE (%) 0 0 0 0

SCE (%) 100 0 0 0
SCE + 

SCE (%) 100 0 0 0.0000004

 SCE: Single-Chip Error

A comparison of reliability against chip–error scenarios

CE cases

SDC cases

발표자 노트
프레젠테이션 노트
Now we focus on chip-errors.
For Correctable Error cases:
Unity ECC, Chipkill, and Baseline can all correct 100% of single-chip errors (SCE).
But none of these ECCs can correct a double-chip errors (SCE+SCE), with all listed as 0%.
For Silent Data Corruption cases:
Unity ECC has a very small, yet non-zero probability (0.000004%) of SDC in a double-chip errors, however it’s a rare case.
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Reliability Results

Chip errors

- Unity ECC can correct all 1 chip errors
- Unity ECC can detect most 2 chip errors (99.9999996%)
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Error
Scenario OD-ECC Chipkill Baseline Unity ECC

SCE (%) 0 100 100 100
SCE + 

SCE (%) 0 0 0 0

 SCE: Single-Chip Error

SCE (%) 100 0 0 0
SCE + 

SCE (%) 100 0 0 0.0000004

A comparison of reliability against chip–error scenarios (CE cases) 

A comparison of reliability against chip–error scenarios (SDC cases) 

More results can be found in our paper

발표자 노트
프레젠테이션 노트
More results can be found in out paper.
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Hardware Overheads Results

Unity ECC vs Baseline RL-ECC (Chipkill) – Latency

- Doesn’t affect normal read latency
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Encoder Decoder
Baseline
RL-ECC Unity ECC Baseline

RL-ECC Unity ECC

Encoding latency (ns) 0.25 0.25
Decoding latency (ns)

- detection 0.25 0.25

Decoding latency (ns)
- overall 0.31 0.81

발표자 노트
프레젠테이션 노트
And lastly, we show the hardware overheads of different ECCs.
We compare the Baseline Rank-Level ECC and Unity ECC.
There is a difference in overall decoding latency, 0.5ns.
However, it is utilized in rare error cases only, so doesn’t affect normal read latency.
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Hardware Overheads Results

Unity ECC vs Baseline RL-ECC (Chipkill) – Area and Power
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Encoder Decoder
Baseline
RL-ECC Unity ECC Baseline

RL-ECC Unity ECC

Area (𝑢𝑢𝑢𝑢2) 113.06 264.26 1184.74 10135.78
Total power (mW) 0.34 1.02 3.75 29.13

발표자 노트
프레젠테이션 노트
The area and power.
Decoder area slightly increases 0.009% of the entire processor.
And power savings from DRAM can easily offset the 25.4mW.
Basically, eliminating OD-ECC can reduce the DRAM chip size by 6.9%.
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Summary

Observations

Idea: Unity ECC

Evaluation
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발표자 노트
프레젠테이션 노트
Here is our summary.
Observations
There are overheads associated with On-Die ECC, as well as issues related to shortened code in Rank-Level ECC.
Idea: Unity ECC
The Unity ECC concept proposes to eliminate OD-ECC while still maintaining high reliability levels.
This is achieved by repurposing unused correction syndromes for error correction without the additional redundancy.
Evaluation
Pros: Performance improvement is noted at 8.2%, energy savings in DRAM are listed at 8.0%, and a reduction in DRAM chip size by 6.9%, which is substantial for physical hardware design and can impact both manufacturing costs and power consumption.
Cons: There are some reliability concerns and hardware overheads to consider, although the hardware area overhead is relatively minor at 0.009%.
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Reliability Evaluation Open Source

ECC-ExerSim [3]
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발표자 노트
프레젠테이션 노트
And we show the open source of our reliability evaluation.
A link to this code is not provided in the paper, so please take a photo of the QR code.
Thank you for listening.
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Comparison to Related Works
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Class
Error Correction ECC word configs

SE DE SSE n k Redundancy

SEC O X X 136 128 6.25%

DEC
O O X 144 128 12.5%
O O X 78 64 21.875%

SSC (Chipkill) O X O 80 64 25%
DEC-SbEC O O O 88 64 37.5%
Unity ECC O O O 80 64 25%

 SEC (Single Error Correcting)
 DEC (Double Error Correcting)
 SSC (Single Symbol Correcting)
 DEC-SbEC (Double Bit Error Correcting – Single b-bit Byte Error Correcting)

 n: codeword length
 k: data length

Related Works
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DRAM timing parameters
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DRAM timing parameters

Parameter Baseline
(OD-ECC + Chipkill) Unity ECC

Read latency (nCK) 40 (16.67ns) 36 (15ns)
tRCD (ns) 16.25
tRP (ns) 16.25

tCCD_L_WR (nCK) 48 24
Write latency (nCK) 38 34

tCCD_S_WTR (nCK) 52 48
tCCD_L_WTR (nCK) 70 66

IDD0 (mA) 103
IDD4W (mA) 345 240
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Processor 1 or 4 core(s), 4GHz, 4-wide issue, 8 MSHRs per 
core 128-entry instruction window

LLC 64B cacheline, 8-way associative, 47 CPU-cycle 
latency, 8MB total capacity (2MB/core with 4 cores) 

Memory
Controller

FR-FCFS-Cap scheduling, timer-based row open 
policy, 64-entry read/write request queue

DRAM 1 channel, 1 rank, DDR5, 4800Mbps, 16Gb ×4 
chip, 8 bank groups, 4 banks per bank group

Benchmarks 23 benchmarks from SPEC CPU2006 [4]
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